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Motivation

● In addition to the widespreadly used auto correction for texts and 
prediction of next words (i.e SwiftKey) propose also Emojis etc.

● Usage of Emojis are related to topics occuring in text message as 
well as to the writers sentiment

● Also Emojis are common to indicate writers sentiments
○ labeling for text messages
○ with some noise and possible misunderstandings

■ irony, sarcasm
■ insider
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Emoji Prediction - Topic vs Sentiment

Topic ������

● close to occuring words in text
● less interpretation
● no need for large intelligence
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Sentiment ���

● not easy to interpret sentiment 
directly from text

● need of intelligence
● Machine learning and mining of text 

messages
● prediction can be tuned by 

reinforcement learning
○ i.e. by recognizing selected emoji 

after providing a set of best ftting 
emojis
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Preprocessing Data
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Getting data and resources

● get public twitter stream 
from the Internet Archive in 
JSON

● Emoji specifcation is 
available in an easy 
processable plain text format

● → raw data can easily be 
fltered to a huge set of 
messages containing emojis

● >3.000.000 english twitter 
messages containing emojis
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https://archive.org/details/archiveteam-twitter-stream-2017-11
https://unicode.org/Public/emoji/11.0/emoji-data.txt
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Preprocessing
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For the emoji specifcctions:

● Lowercasing
● Stopword removal

For the text corpus:

● removed retweets
● removed URLs
● replaced emojis, usernames and 

hashtags with keywords and added 
them as own labels 
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Naive Approach
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Naive Approach
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Input 
text

�
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Language 
Recognition

Text 
extraction

NLTK wordnet 
matching by 
similarity

Specification 
translation Emoji 

Specifica
tions

Emojis

Wo steht 
dein Auto?

I like playing 
soccer
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Naive Approach - Diferent language: German
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Input 
text
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�⚽

Language 
Recognition

Text 
extraction

NLTK wordnet 
matching by 
similarity

Specification 
translation Emoji 

Specifica
tions

Emojis

Wo steht 
dein Auto?

I like playing 
soccer

WordNet not available in German
→ Maybe GermaNLTK could be 
usable

https://docs.google.com/document/d/1rdn0hOnJNcOBWEZgipdDfSyjJdnv_sinuAUSDSpiQns/edit?hl=en
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Findings from the Naive approach

Positive

● The Naive approach is efcient in 
matching topic-related emojis to text 
which contains the respective 
specifcation 

● I.e. “I like to drive my car”, “I like 
soccer” etc)  

 �⚽

→ can roughly be used for topic 
dependent emoji prediction
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Negctive

● It fails in recognizing emotion-related 
emojis (smileys) �

● sentiment is rarely related to used 
words in text

→  A more sophisticated approach is 
needed!
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Advanced Approach
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Advanced Approach: Outline
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Emoji distance

The distance or the correlation of sentiment of a pair of Emoticons

Sentiment Spcce: Transform Emoji into sentiment space to interpret 
each emoji as representation of its cluster or group of similar emojis

● 1-dim: Negative/Positive
● 2-dim: Negative/Positive, Neutrality
● 3-dim: Negative, Positive, Neutrality
● 6-dim: Sadness Anger Joy Fear Surprise Disgust
● ...
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Emoji distance

The distance or the correlation of sentiment of a pair of Emoticons

Sentiment Spcce: Transform Emoji into sentiment space to interpret 
each emoji as representation of its cluster or group of similar emojis

● 1-dim: Negative/Positive
● 2-dim: Negative/Positive, Neutrality
● 3-dim: Negctive, Positive, Neutrclity
● 6-dim: Sadness Anger Joy Fear Surprise Disgust
● ...
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Emoji representation

● 3-dimensional feature space
● The vector entries 

correspond to the relative 
occurrence of the emoji in 
diferent contexts.

● The possible contexts are 
“Positive”, “Negative” and 
“Neutral”. 

We obtained this approach and 
the values from the work of 
Novak et. al., 2015.
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Emoji/
Sentiment � � �
Positive 0.269113

1
0.754660 0.162962

Negative 0.480122
3

0.052905 0.555555

Neutral 0.250764 0.192434
2

0.281481

https://www.google.com/search?client=safari&rls=en&q=%5B+0.16296296++0.55555556++0.28148148%5D+the+emoji+is+:+%F0%9F%98%90+&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%5B+0.16296296++0.55555556++0.28148148%5D+the+emoji+is+:+%F0%9F%98%90+&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%5B+0.16296296++0.55555556++0.28148148%5D+the+emoji+is+:+%F0%9F%98%90+&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%5B+0.16296296++0.55555556++0.28148148%5D+the+emoji+is+:+%F0%9F%98%90+&ie=UTF-8&oe=UTF-8
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Problem specifcation and error function

● Using the 3-dimensional vector 
representation

● Distances Example
● Error function:

○ Euclidean distance of the 
prediction to the correct 
outcome in the feature 
space.

→ regression problem
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Original 
Emoji

Emojis with closest distance to 
the original emoji (rank 1 to 7)

� �������

� �������

https://www.google.com/search?client=safari&rls=en&q=%F0%9F%98%98:+%F0%9F%98%98%F0%9F%98%9A%F0%9F%98%8D%F0%9F%98%99%F0%9F%98%8A%F0%9F%98%97%F0%9F%98%9B%F0%9F%98%BB%F0%9F%98%BD%F0%9F%98%8B&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%F0%9F%98%98:+%F0%9F%98%98%F0%9F%98%9A%F0%9F%98%8D%F0%9F%98%99%F0%9F%98%8A%F0%9F%98%97%F0%9F%98%9B%F0%9F%98%BB%F0%9F%98%BD%F0%9F%98%8B&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%F0%9F%98%90:+%F0%9F%98%90%F0%9F%98%A6%F0%9F%98%91%F0%9F%98%BF%F0%9F%98%95%F0%9F%98%92%F0%9F%98%A9%F0%9F%99%85%F0%9F%98%A4%F0%9F%99%8D&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=%F0%9F%98%90:+%F0%9F%98%90%F0%9F%98%A6%F0%9F%98%91%F0%9F%98%BF%F0%9F%98%95%F0%9F%98%92%F0%9F%98%A9%F0%9F%99%85%F0%9F%98%A4%F0%9F%99%8D&ie=UTF-8&oe=UTF-8


NLP LAB 2018 - Emoji Prediction for Text Messages

Current Project Status
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Training

● very frst run so far: 
○ using keras
○ NN with three hidden layers (10000, 5000, 2500 Neurons)
○ 3D output in sentiment space, mean squared error as loss function
○ RELU as activation function

● trained on smaller twitter subset and only with the 20 most used emojis:
○ ����� ������������� ��
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(Very) First Results

● interactive tests: ● on test dataset:

● unfortunately still very random �
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sentence prediction

“I am so sad!” �
“I am so happy!” �
“I love you so much!” �
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Prospects and further Ideas
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Prospects and further ideas

● Combine naive and advanced approach into a model that can 
deal with both topic-related and emotion-related emojis
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Input text Preprocessing
Feature 
extraction

Classifier

Output

�
�

Where is 
your car?

I am so 
happy today

Wordnet Matching
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Prospects and further ideas (1)

● Design Feature Vector
○ Add more preprocessing options

■ Stemming, Lemmatization, emoticon emoji replacement

● Compare diferent classifers
○ Hyperparameter Tuning

● Compare diferent learning Approaches:
○ Multiclass or Multidimensional Regression
○ Choose of sentiment dimensions
○ Modify the error function

● Resulting Demo Application
○ Searching and using for existing Chatbot/Chat/Dialog User Interface
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Prospects and further ideas (2)

● Multi Language Support
○ currently english
○ later german...

● Handling Emoji Modifers
○ hair/skin colour
○ sex

● Consider the contexts of emoji usage
○ individual
○ dialog (“insider”)
○ overall
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Thank you for your attention!
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